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Input for the US Ac0on Plan to Advance America’s AI Leadership. 

The Human Factors and Ergonomics Society is pleased to provide the following input to help 
advance America’s leadership in the development and implementa>on of ar>ficial intelligence 
(AI) technology.  The successful adop>on of AI is highly dependent on its ability to gain the trust 
of human users and their ability to use it to successfully support their decision making and 
performance of tasks in various fields of applica>on.   

The development of technologies that are user-centered is not only good for people, it is 
also a highly successful business approach.  A cross-industry study by McKinsey & Company 1 
found that companies with a strong user-centered design approach to their products out-
performed their industry compe>tors by as much as 2 to 1.  These companies repeatedly create 
successful products by adop>ng an inter-disciplinary approach to design that centers around 
understanding user needs, designing products that emphasize usability, and priori>zing a 
systema>c approach to user tes>ng. This is what the human factors and ergonomics profession 
has been successfully doing for over 80 years.  

The field of Human Factors science has conducted extensive research on how people 
interact with AI and other automated systems for over 40 years. This research base has created 
a significant trove of informa>on on how to design AI to work effec>vely with people and to 
avoid the types of errors that can undermine people’s confidence in AI. Based on this research 
base, we offer the following Guardrails for AI Development to advance America’s leadership in 
the field.  

Recommended Guardrails for AI 
 

AI Shall Provide Explicit Labeling 
Systems that use AI to perform tasks or provide recommenda>ons must be labeled as being 

provided by a computa>onal system.  If the system provides or integrates informa>on from data 
sources (e.g., web sites), the source of informa>on should be specifically provided so that users 
can determine its reliability or trustworthiness2. The provenance of informa>on should be 
transparent (e.g., AI system, peer reviewed reference, individual opinion)3. This guardrail is 
needed to support the ability of people to make appropriate “opt out” decisions with respect to 
AI informa>on. 

Recommenda)on 1: All AI outputs (e.g., genera)ve language, videos, audio, 
images, recommenda)ons) must be labeled as the product of a computer system 
and the source of informa)on used for its outputs must be specifically iden)fied. 

 

AI Shall Not be Used to Commit or Promote Fraud 
Genera>ve AI systems are being used to create text, photographic images and video that 

may be inaccurate or misleading in terms of represen>ng factual events or informa>on. In these 
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cases, developers inten>onally alter or create images, text, and video to create false 
informa>on.   

Recommenda)on 2: All AI output that alters or creates text, images or video in order to 
communicate factually inaccurate events or informa)on must be explicitly and prominently 
labeled as “fic)on” or “fake”. Viola)ons of this rule will be legally considered as fraud. 

 

AI Shall Avoid and Expose Bias 
The challenge of AI bias has received considerable aXen>on, with the poten>al of crea>ng 

or perpetua>ng biases against certain groups of people. These biases oYen are introduced due 
to limited or sta>s>cally biased training sets (i.e., limited representa>veness of problems) that 
create biases towards certain sets of conclusions 4-6, as well as ar>facts that creep into the 
development of the AI algorithms 7. AI biases lead the AI to perform more poorly or inaccurately 
in situa>ons that are different than what it has been trained on. As a more general case, bias 
can be considered any use of an AI system in situa>ons outside of its training 8, i.e., an over-
generaliza>on that occurs when AI trained to operate in certain condi>ons is applied in other 
condi>ons.  

People are oYen expected to be able to compensate for AI shortcomings, like bias, by 
subs>tu>ng their own knowledge and judgement in cases in which the AI may be deficient. 
Paradoxically, however, AI makes it very difficult to do so. First, these biases tend to be hidden 
due the opaque nature of machine learning techniques used to create AI. Even the developers 
of AI systems may not know what biases have inadvertently been introduced in the learning 
process. Furthermore, the users of AI systems are generally a different set of people than the 
developers of the AI, and therefore are even less likely to understand the limita>ons of its 
training or what situa>ons it should be limited to. 

Secondly, humans do not form their decisions independently from AI, but are directly 
influenced by the recommenda>ons or assessments from the AI 9.  People tend to anchor on 
the recommenda>on of the AI system, and then gather informa>on to agree or disagree with it, 
crea>ng confirma>on bias8; 10. AI biases therefore can directly compound human biases in the 
decision process, reducing the reliability of the joint human-AI system8.  Further, the impact of 
the AI biases can vary depending on the format and framing of the AI system’s 
recommenda>ons 11-14. Rather than overcoming human decision bias, AI can make it worse 
through the well-established human process of anchoring and confirma>on bias.  

In that AI biases are generally invisible, unknown by both developers and users of systems, 
and they can affect human decision-making quite surrep>>ously, their nega>ve effects can be 
insidious.  Therefore, people will be oYen unable to detect and compensate for these biases (by 
choosing when to use the system or interjec>ng correc>ons, for example).  Work is being done 
to improve the transparency of AI biases. 15; 16 This guardrail supports OSTP principle #2 
(protec>on from algorithmic discrimina>on) and principle #5 (support for opt out decisions).  

Recommenda)on 3: Biases in AI systems, resul)ng in disparate impacts on people, should 
be exposed and eliminated. Any known limita)on of the applicability of an AI system to a 
set of condi)ons or circumstances must be made transparent to the users of the AI. 
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Developers of AI Systems Must be Liable for Their Products 
 AI systems are being proposed as systems that will improve upon human performance or 

reduce human error in a wide variety of applica>ons.  However, over 40 years of research data 
show that such systems oYen introduce new types of errors and problems for human 
performance because people are expected to compensate for AI limits17-21.  Addi>onally, human 
users of the technology are frequently unaware of these effects, par>cularly exactly when the 
system is unable to perform properly, and are thus unable to compensate for its deficiencies if 
required to do so.  It is therefore inappropriate to hold human users accountable for the 
performance of AI systems when they oYen have limited understanding of its capabili>es and 
limita>ons within specific situa>onal contexts of use.   

Recommenda)on 4: Developers of AI systems shall assume liability for the performance of 
their systems. 

 

Addi0onal AI Guardrails for Safety Cri0cal Applica0ons 
 
AI is being proposed for many applica>ons that directly impact the safety and well-being of 

people, including (but not limited to) driving, flying, healthcare, power systems, and military 
opera>ons. For any use of AI in a safety-cri>cal applica>on, extra guardrails are required in 
order to protect people from poor performance or unintended consequences in the use of 
these systems.  Although AI systems are oYen promoted as improving safety by elimina>ng 
human error, liXle data exists to support such claims. In fact, failures of AI can introduce new 
types of errors 22 with significant safety implica>ons.  A number of more specific guardrails are 
needed in safety cri>cal systems where AI is implemented.   

 

AI Shall be Explainable 
AI systems must be equipped with explainability features that allow people who interact 

with it to understand the system’s capabili>es and limita>ons for performance (including what 
factors it does or does not consider in its assessments). Because AI can be both opaque and 
changeable, developing and implemen>ng effec>ve AI explana>on systems is important for 
helping people to develop accurate mental models of the AI.  The benefits of AI explainability 
have been demonstrated in several studies 23-25. AI explana>ons need to consider the 
capabili>es of the human receiver (e.g., exper>se, bandwidth, prior knowledge and 
assump>ons) as well as provide effec>ve methods for explana>on delivery (e.g., they need to 
be both causa>ve and contextual) 26; 27.  

Recommenda)on 5: AI systems must be able to explain the ra)onale for its ac)ons or 
outputs in an understandable format for the people using the system. AI explana)ons 
should provide an explana)on of why it makes par)cular recommenda)ons or takes ac)ons 
in each case (including relevant contextual features), tailored to the needs of the user. 
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AI Shall be Transparent  
In order to be useful, people must trust the output of the AI when it is correct, and must 

know when to reject that output when it is incorrect or inappropriate for the situa>on.2  They 
must also be aware of when the AI system is not func>oning properly so that they avoid reliance 
on unreliable data and can take correc>ve ac>ons. In addi>on to AI explana>ons (which tend to 
be retrospec>ve and involve general capabili>es), this requires AI transparency which involves 
presen>ng real->me informa>on to users on the level of reliability of the AI for the current 
situa>on at hand8; 26. Transparency means that users should be provided with informa>on on 
how well the AI is working, its assessment of the current situa>on, current mode, the reliability 
of the underlying data or sensors that feed the AI,  and its level of confidence in any 
assessments or recommenda>ons that it makes.9; 26  Providing AI transparency has been shown 
to significantly reduce poor performance outcomes when people work with AI systems. 28; 29 

Further, users need to understand the capabili>es and limita>ons of AI for addressing 
different types of situa>ons and classes of data within the current and upcoming context.9 AI 
transparency is important for not just understanding the overall reliability and robustness of the 
system in general, but for allowing people to properly calibrate their trust in real->me30-32. AI 
that provides just-in->me informa>on with the inten>on of serving as a decision support tool 
must be transparent about the capabili>es, confidence and variables considered within the AI 
model. 26; 33  

 
Recommenda)on 6: AI systems must be transparent to users during use, providing 
informa)on on the ability of the AI to handle the current and upcoming situa)ons, its 
current mode and situa)on assessment, the reliability of the underlying data or sensors 
that feed the AI, and its level of confidence in any assessments or recommenda)ons that it 
makes. Transparency regarding accidents and incidents must also be provided through data 
sharing to relevant government agencies.  

 

AI Systems Shall be Tested with Human Users 
The development of user interfaces that allow people to interact effec>vely with AI 

technologies and properly understand any performance issues requires tes>ng of the 
technology in a wide variety of realis>c situa>onal contexts with a representa>ve set of human 
users,8 following informed consent and ethics 34. 

The design of AI must avoid known human performance issues and provide effec>ve 
mechanisms for human oversight and interven>on. AI systems implemented in safety cri>cal 
applica>ons (e.g., driving, flying, power systems, healthcare) should be required to demonstrate 
equivalent or improved safety (as compared to manual opera>ons), across both situa>ons 
where it is reliable and those where it is not (i.e., safety must be established in automa>on 
failure condi>ons that involve resump>on of control or over-ride by human operators). In cases 
of AI failure, or in situa>ons that it cannot handle, safe transi>on to human control within the 
>me available to allow accident avoidance is required. Safe transi>on >me should take into 
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account human-decision making and execu>on >me, as well as >me required to overcome 
human vigilance deficits induced by automa>on complacency35 and lowered levels of task 
engagement17; 36.  

Recommenda)on 7: AI systems used in safety-cri)cal applica)ons must undergo tes)ng in 
realis)c condi)ons of use with representa)ve users. The ability of human operators to 
detect AI performance deficiencies and safely assume control of opera)ons within the )me 
available to avoid accidents must be demonstrated, taking into account poten)al states of 
low human vigilance and distrac)ons with compe)ng tasks. 

 

AI Shall Provide Safety Alerts 
AI systems introduce the need for addi>onal informa>on on displays and capabili>es to 

support user interac>on and decision-making26; 37. 
Recommenda)on 8: The user interface for AI systems must provide salient and )mely alerts 
to operators when manual interven)ons are required to maintain safety, or when transi)on 
from automated to manual opera)on is required. 

 

AI Shall be Fail Safe 
AI systems should include provisions for safe fallback states when the automa>on fails to 

perform correctly for any reason38; 39. Effec>ve informa>on displays and control override op>ons 
for operators should be incorporated in the design and development of fallback strategies. 
Systems employing AI should not require the human operator to perform beyond human 
performance limits. When the AI is opera>ng with uncertainty, the AI should operate in a less 
risky manner.  

Recommenda)on 9: AI systems that are employed in any opera)on that has the poten)al 
for harm must be designed to revert to a safe state in condi)ons in which the system fails to 
perform properly for the situa)on. 

 

Training Shall be Provided for Users of AI Systems 
The developers of AI systems should be required to provide user training on the capabili>es, 

limita>ons and behaviors of its technology (including the range of opera>onal condi>ons the AI 
systems can and cannot handle) so that operators obtain an accurate mental model required for 
effec>ve oversight and interac>on with them8. The effec>veness of the training format and 
content should be evidence-based to show successful outcomes with naïve operators. New 
training should be provided on any AI updates that are made over the course of the system’s 
life>me so that the AI’s behavior remains predictable to the operator40; 41. Periodic updates to AI 
soYware (which may be provided over the internet on a frequent basis) can drama>cally affect 
how the AI performs, affec>ng the human operator’s understanding of AI ac>ons and 
capabili>es. Steps should be taken to require follow-on training for updates that affect AI 
behaviors and control. 
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Recommenda)on 10: Effec)ve training on the capabili)es, limita)ons and behaviors of AI 
systems must be provided to system operators by developers. Training updates are required 
each )me the AI soWware is updated 
.  

Autonomous AI Systems Shall be Validated and CerHfied 
In cases where the AI system is designed to operate independently (e.g., an autonomous 

vehicle without a human driver, or an autonomous air vehicle without a human operator), the 
AI system must go through valida>on tes>ng to demonstrate a level of safety equivalent to or 
exceeding that of experienced and unimpaired human operators. A cer>fica>on process should 
be implemented for such systems to establish tes>ng requirements and review valida>on 
tes>ng data to determine that high levels of system safety have been demonstrated prior to 
approving the use of these systems for opera>ng in safety cri>cal applica>ons.42; 43  

Recommenda)on 11: AI systems that operate autonomously must pass a cer)fica)on 
process based on valida)on tes)ng data that demonstrates safety performance that meets 
or exceeds that of experienced, unimpaired humans in realis)c opera)onal condi)ons, 
including hazard states.  
 

Summary 
While AI can provide useful products and services, the poten>al for nega>ve impacts on 

human performance are significant. Only by mi>ga>ng these problems through the 
establishment of effec>ve guardrails can the benefits of AI be realized, and nega>ve outcomes 
minimized.  Par>cularly for systems that have safety impacts, it is cri>cal that AI systems be 
designed and implemented to work effec>vely for human users of the AI, and that AI 
applica>ons are objec>vely tested though a detailed cer>fica>on process. This process is cri>cal 
for moving AI forward into successful adop>on to meet America’s goals for leadership in the 
field.   

About HFES 
With over 3,000 members, the Human Factors and Ergonomics Society (HFES) is the world’s 

largest nonprofit associa>on for human factors and ergonomics professionals. HFES members 
include psychologists, engineers and other professionals who have a common interest in 
working to develop safe, effec>ve, and prac>cal human use of technology, par>cularly in 
challenging sehngs. 
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